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VOTEE MAGIC

Agentic LLM Training Platform

Language LLM

A cti A
E Cantonese CantoneselLLM
Bahasa Melayu @ ChatGPT-40
Iban language DeepSeek-V3
Vietnamese X Llama3.2

Support Multiple Architectures
and More Dialects and Local
Languages

Support latest architectures: LLaMa, Yi, Qwen,
Gemma, DeekSeep, RWKV...etc. We are going
to support other dialects and local languages.

Magic Studio
Pro

[

@ Home

Platform

>
€ LLM Training >
@ LLM Evaluation >
0 Documentation >
2 Settings >

Projects

€3 Customer Support Bot
B Document Summarizer
B Calendar Assistant

=+ More

End-to-end Agentic Training
Platform - From data collection
to model evaluation

Votee MAGIC is an agentic LLM training
platform designed for fully automated large
AI model operations (AgentOps). From data
collection, synthetic data generation,
model training, model merging to model
evaluation, all done by AL
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Data Sources + New Data Source
Q' Search sources... Al Connected Issues s3 DB API Files
S3 Data Lake @ Product Database () Customer Support API -
Primary data lake for raw data PostgreSQL database for o REST API for customer
collection product information support tickets
bucket: company-data-lake type: postgresql endpoint:https://api.support.example.com/v1
region: us-west-2 host: db.example.com method: GET
path: [raw-data database: products error: Authentication failed
Last sync: 2023~ 5 Last sync: 2023- 3 Error 0items
Connected .= "7 15,432 items Connected = 0o 5,280 items
Documentation Files @ Web Crawler SeaTunnel Connector
Local directory with PDF and Crawler for public Custom SeaTunnel integration
Word documents documentation websites for data pipeline
path: /mnt/shared/documentation startUrl: https://docs.example.com connector: SeaTunnel
formats: pdf, docx, md depth: 3 version: 231
status: Paused config: /configs/seatunnel-job.conf
Last sync: 2023-12- ;
Connected 1316:20 348 items
Disconnected 8,752 items Connected | L3Stsync:2023- oo pq, o

12-14 2310

High-Quality Data

We collected high-quality data through
multiple channels such as Votee social
listening platform, survey platform,
academic research and Cantonese public
data, and work with language experts.
Anonymous paper submitted to ACL.
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Speech-to-Text Text-to-Speech Speech-to-Speech Text-to-Text

Models specifically designed to understand, interpret and generate Cantonese input.

Bringing 86 million Cantonese speakers into GenAl era.
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Demo — Cantonese Chatbot

Cantonese LLM Chat Conversation Speech to Text Text to Speech

Enter system prompt (optional)
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Chatbot
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